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Abstract

Theoretical work was performed to investigate the formation and cascading decay of hollow Ar atoms during the interactior
near a surface of Si. To exhibit the static aspect of hollow atom formation below the surface, the density functional theory wa:
applied to evaluate results for electron charge density plots of atomic orbitals. To study the dynamic properties of hollow Ar
atoms, a complex cascade model was developed treating the successive fillingpt.thendM shells via Auger transitions
and collisional charge transfer above the surface and in the bulk. Information is provided for the above- and below-surfac
contributions in previous experiments of ’Af impact on SiH using high-resolution x-ray spectroscopy. Clear evidence is
given that the velocity-dependent filling of thé shell plays a significant role. (Int J Mass Spectrom 192 (1999) 425-436)
© 1999 Elsevier Science B.V.
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1. Introduction tions where the electron—electron interaction leads to
the ejection of an electron and the relaxation of
another electron in a Rydberg orbital.

It is known from the classical over-the-barrier
picture that resonant charge transfer takes place into
orbitals whose outer boundary just touches the sur-
face. Within the framework of the over-the-barrier
model [7] it is assumed that the transfer of the
electrons is rapid and that the ion is essentially
neutralized in the higher orbitals. Furthermore, the
generally accepted scenario implies that lower lying
orbitals are continuously filled, and higher lying
orbitals are depopulated as the ion approaches the
surface [7,13]. Electrons in higher lying orbitals are
removed by ejection into the continuum and, more

* Corresponding author. E-mail: stolterfoht@hmi.de probably, by reentering into the solid. Hence, the

In the past decade, extensive work has been de-
voted to studies of slow and highly charged ions
interacting with a surface [1]. That work has been
motivated by the search for unique phenomena cre-
ated by highly charged ions moving with very low
velocities [2—13]. When approaching the surface, a
slow and highly charged ion can acquire several
electrons by resonant charge transfer from the con-
duction band of the solid. Thus, in front of the surface,
a “hollow” atom is produced with many electrons in
higher orbitals and empty intermediate shells [6,12].
The hollow atoms may undergo autoionizing transi-
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diameter of the hollow atom gradually shrinks as it [16,22—24]. For a first-row atom, these configuration
approaches the surface. models are suitable as the corresponding hollow atom
When the projectile hits the solid, the remaining has at most two empty shells, i.e. tdeandL shells.
Rydberg electrons are scattered by the target atomsHowever, since hollow Ar has an additional empty
and are partially removed (peeled off) from the shell (M), detailed studies of the filling of argon ions
projectile [6,7,13,14]. Simultaneously, during its pas- are scarce [25,26]. The studies of Ar were often
sage into the surface, the highly charged ion induces limited to the evaluation of mean numbers of elec-
a negative charge cloud that is composed of localized trons in the shells under study [27,28]. In particular,

continuum orbitals, denoted C [15-17]. This charge the high-resolution x-ray spectra produced by ‘Ar
cloud is rather intense as it tends to screen the

ions [6,18—-20], which provided important informa-

nucleus. The appearance of this intense charge clouglion in the field of hollow atoms, have not as yet been

is an outstanding property of a slow highly charged
ion moving below the surface [15,16]. Hollow atoms

formed below the surface are significantly smaller
than those occurring outside the solid. Although the
radii of the C orbitals are relatively small, they leave

room for an empty space due to unoccupied inner-
shell orbitals so that hollow atoms of the second
generation are produced. After formation of the cloud
C of continuum electrons in the solid, the inner-shell
orbitals of the projectile are successively filled by

Auger transitions and collisional charge transfer [16].

In their work, Briand and collaborators [6] used the

method of x-ray spectroscopy to study highly charged
argon projectiles. This method is suitable for Ar, since

second-row atoms have a relatively large fluorescence

yield providing sufficiently high x-ray intensities.

Alternatively, when using Auger electron spectros-
copy, primarily first-row atoms (e.g. N and Ne) have
been used [8-11]. It is interesting to note that the
x-ray studies have led to conclusions which partially
disagree with those drawn from the Auger data.
Controversial views exist about the role of electron

interpreted by cascade models treating individual
configurations. The high-resolution x-ray spectra
yield information about the number of electrons
present in the. shell during the emission of the x
rays. Moreover, the centroid energy of individual
x-ray peaks provide data about the average number
electrons occupying th# shell [6]. Thus, the high
degree of information of the observed spectra repre-
sent a challenge for models devoted to the dynamic
properties of hollow atoms.

In this work, we present theoretical work concern-
ing the impact of At"* on a Si surface. To visualize
the electron cloud formed around hollow atoms inside
the solid, the density of the induced charge cloud was
evaluated in a self-consistent manner within the
framework of the density functional theory [29]. As a
major task, a complex configuration model was de-
veloped to describe the cascading decay of hollow Ar
atoms. Methods are discussed to determine numerous
model parameters and functions. Finally, predictions
of the model are shown to compare well with the
x-ray spectra by Briand et al. [18]. We confirm their
picture of above- and below-surface emission, how-

transfer processes between target and projectile at-eyer, disagree with respect to collisional charge-

oms. Apparent features of high-resolution x-ray spec-
tra have been attributed to the change from above- to
below-surface emission [18-20]. On the contrary,
similar features in the Auger spectra from light ions
have been interpreted by velocity-dependent charge-
transfer processes induced in binary collisions
[16,21-23].

Information about light projectiles has been pri-
marily extracted from detailed cascade models study-
ing the occupation of individual configurations

exchange processes.

2. Formation of hollow Ar atoms

The formation of the hollow atom below the
surface is modeled using the density functional theory
(DFT), which permits the evaluation of the screening
function utilizing a self-consistent field method. In the
analysis, the DFT was applied to the problem of a
static charge impurity in jellium formed by free
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Fig. 1. Electron densities of argon atoms in & € 2) calculated
using the density functional theory [29]. The data are multiplied by
4712 wherer is the electronic distance to the argon nucleus. The
plot shows two series of graphs which correspond to the filling of
the 3 orbital (upper row) and theRorbital (lower row).

electrons [29,30]. A value af, = 2 was chosen that
corresponds to an electron density for silicon or
aluminum. In particular, we studied highly charged
Ar?* jons in Si whereq ranges from 9 to 17. Thus,
screening functions were determined modeling the
features of hollow projectile atoms. More details are
given in the previous work by Arnau et al. [15] who
have studied the formation of hollow Ne atoms in Al.
To visualize the hollow atom inside the solid, we
performed density plots of electronic charge clouds as
shown in Fig. 1. At the bottom of the graphs the
corresponding density functions are depicted, which
were evaluated using the DFT [15,29]. As the hollow
atom is neutral, the number of electrons contained in
the induced charge cloud is equal to the number of
electrons missing in the core. For instance, the hollow
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atom with oneK vacancy and emptl, andM shells
contains 17 electrons in the induced charge cloud.
Below we shall see, however, that this maximum
value is only achieved when the inner part of the atom
remains empty for a sufficient time.

From the graphs of nearly empty Ar atoms on the
left-hand side of Fig. 1, it is seen that the dlectron
density is clearly separated from the induced charge
cloud that maximizes near 1.8 a.u. At about 0.8 a.u.
the charge density exhibits a deep valley giving rise to
a remarkable empty space which is a characteristic
feature of the hollow atom. It should be realized that
the induced charge density of its maximum is about a
factor of 7 more intense than the background density
of the conduction band electrons (jellium). This
clearly shows the remarkable signature of the hollow
atoms formed by a highly charged nucleus, i.e. the
large charge cloud induced within the solid. It appears
that this feature is more pronounced in the solid as
compared to that of the hollow atom located at large
distances outside the surface [17].

When the hollow atom moves inside the solid it
suffers binary collisions with individual target atoms.
In these collisions the upper shells become more and
more filled due to charge transfer processes [16]. In
addition, Auger processes give rise to a cascadelike
filling of the hollow atom. Fig. 1 shows two series of
hollow atoms which both start with argon having no
electrons in thévl andL shell. In the upper series, the
3d orbital becomes occupied with electrons, whereas
in the lower series theRorbital becomes occupied.
As expected, the induced charge cloud around the
projectile decreases in intensity as the filling state of
the L and M shells increases. Accordingly, as seen
from Fig. 1, the empty space diminishes as the hollow
atom gets more and more filled in theandM shell.
When 7-8 electrons are located in the Ar atom, the
induced charge cloud becomes rather weak.

From the DFT [15,29] we also determined orbital
energies for hollow Ar atoms as shown in Fig. 2. Itis
seen that besides th¢ and L shells, theM shell
involves bound orbitals including thed3level. For
nearly empty hollow Ar the energies of tid shell
orbitals are as low as-6 a.u. Furthermore, in a
shallow region near the conduction band some bound
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Fig. 2. Orbital energies of hollow, semihollow, and nearly filled Ar
atoms in Si as a function of the occupation nhumbgrof the
orbital. The energies are obtained by means of the density func-
tional theory [29]. The zero energy corresponds to the bottom of the
valence band.

N shell orbitals are visible, too. The shape of tbe
cloud is found to be similar to that of the correspond-
ing atomic N shell. Similar phenomena have been
observed for theM shell in hollow Ne [17]. Thus,
when the hollow atom travels through the solid, it is
difficult to distinguish theN shell from theC cloud so
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3. Cascading decay of hollow Ar atoms
3.1. Rate equations

To study the dynamic properties of hollow Ar
atoms, a cascade model was developed describing the
stepwise filling of their empty inner orbitals near a
surface. Although it has some similarities with a
previous analysis of Ne [16], the present model
includes essentially new developments. Electron
transfer processes above the surface are included in
the present analysis, whereas the previous model was
restricted to below-surface phenomena [16]. The
above-surface effects complicate the analysis so that
the model equations have to be solved numerically.
Moreover, as Ar has an additional shell to be consid-
ered, its filling dynamics is significantly more com-
plex than that for Ne. Nevertheless, both cases are
governed by sequences that are similar to those
known for the radioactive decay of nuclei.

The main task of treating hollow Ar arises from the
elaborate bookkeeping of the numerous configura-
tions and decay processes occurring during the step-
wise filling of its empty shells. It is recalled from Fig.

1 that the At ion owns an empty. andM shell.
During the filling of a hollow Ar, the configurations
k = (I, m) are transiently produced wheleand m
are the numbers of electrons in theand M shells,
respectively. The transfer from one to another config-
uration takes place via different radiative and nonra-
diative electron transitions. Also, collisional electron
capture processes into ti and theN shells are
taken into account.

The time evolution of the system is governed by
transition rates which are associated with the different
electron transfer processes. The Auger transitions are
designated by three labels, e.g. the ratg (k)

that these shells are treated together in the presentcorresponds to the transfer of an electron fromlthe

analysis. Returning to Fig. 2, one notes that the

shell to theK shell and also ejecting anothefshell

energies of all shells undergo strong variations as an electron into the continuum. To keep a consistent

increasing number of electrons are present in tte 3
orbital of the hollow Ar atom. It should be added that
the calculations also provide total energies of the

notation, two labels are used for x-ray transitions, e.g.
'k (k), corresponds to the transfer from theshell
to theK shell (also denotel « in the literature). The

projectile—solid system, which can be used to evaluate collisional charge transfer is specified by a single

Auger transition energies with high precision [15,21].

label indicating the shell to which the transfer takes
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place, e.gI',(k). As noted before, th&l shell and
higher orbitals, in particular the continuum orbitals,
are treated together in one shell labe@d

An important feature of the model is that ti@
shell is treated differently from th&, L, and M
shells. For theC shell we use the mean-charge
method, whereas for the lower shells we apply the
configuration method. The mean-charge model is
expected to be adequate for the filling of tBeshell
within the bulk of the solid. To a good approximation,
this treatment is also assumed to be valid in the
above-surface region where tl@ shell is used to
cover the N shell and higher orbitals. Thus, we
consider first the continuous charge parameggr
which describes the formation of tishell. The time
dependence dai is determined by means of the rate
equation

dde _

dt FI(? K, qC)

1)
whereT'l is a rate for the charge transfer into tBe
shell. Within this modell'? is identified with the rate
for resonant charge transfer into tke shell which
will be treated in more detail below. At this point we
do not consider the transitions from tleshell into
lower lying levels as Eq. (1) is solved for fixed
configurationsk = (I, m). Thus, we obtain a set of
functionsqc(k, t) which depend ork. The fixing of
the configurations is released in the following treat-
ment of theL andM shells.

Within the framework of the configuration method,
we consider the time-dependent occupation of the
configurationsk. To facilitate the task of tracing the
system state we use the configuration matrix shown in
Fig. 3. Each box in the matrix is associated with a
configuration labelk = (I, m). The upper level
corresponds to ions with K vacancy, whereas the
lower level corresponds to ions with a filléd shell.

In the configuration matrix, the stepwise filling of the

hollow atom can be traced along sequences of con-

figurations {k,, k5, ..., kg. The system follows a

main configuration sequence, however, there are side
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Fig. 3. Configuration matrix used to visualize the filling of hollow
Ar atoms. Each box is associated with the configurakion (I, m)
where the label$ andm specify the number of electrons in the
andM shell, respectively. The maximum number of electrons in the
M shell is 17— |. Radiative and nonradiative transitions are
indicated by arrows. Only a few examples of transitions are shown,
e.g. the arrows labeleldLL represent Auger transition into the
shell resulting in the emission of dnshell electron. Th&\ shell is
treated as part of th€ shell, see text. Accordingly, the transitions
labeledMNN are referred to aBICC. In a given box the individual
folders from the front to the back are associated with an increased
filling of the N or C shell.

The Art”* system starts in the front at the upper-
left corner associated with the configuration box (O,
0). The main transition which progresses the system
to the (0, 1) box corresponds to aMCC Auger
process where an electron from t@eshell is trans-
ferred into theM shell, and anotheC electron is
ejected. A side path involves &rCC Auger process
transferring the system into the (1, 0) box. Further-
more aKLC transition may transfer the system from
the (1,0) box into the (0,0) box in the lower level.
After sufficient time the system will be distributed
over all configuration boxes. At the beginning, the
system is centered in the left-front regions at the upper
level, whereas with increasing time the system mi-
grates into the right-back region at the lower level.

To visualize individual ingoing and outgoing

paths which have also been included in the presentfluxes consider an arbitrary configuration bdx if1)

analysis.

in the intermediate region of the upper level. The
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main ingoing flux is produced by aMCC Auger
transition from thel, m — 1) box. Likewise,LMM,
LMC, andLCC Auger transitions produce flux from
the( -1, m+2), (-1, m+ 1), and { — 1,

m) boxes, respectively. The outgoing flux involves all
possibleMCC, LXY, and KXY transitions wherex
andY stand for thd_, M, andC shells. Also, radiative
KX transitions were included, whereas radiative tran-
sitions into higher shellsl(, M, etc.) were neglected
[31]. It should be added that the steps involving the
configurations with = 1 and 2 are processed via the
2p and X subshells (Fig. 3) and the corresponding
Coster-Kronig transitiond LC were taken into ac-
count. The Coster-Kronig transitions are in strong
competition with theK x-ray transitions, since these
radiative dipole transitions into thesbrbital are only
possible from the @ level. Finally, single and multi-
ple electron transfer processes into eshell were
incorporated by considering binary collisions with
target atoms. These transitions provide flux from the
boxes (, m — i) wherei = 1, 2, ....

To calculate the time evolution of the system, we
determined the time-dependent occupation number
N,.(t) for the configurationc. LetI';(x) andI’;(«) be
the corresponding rates for creation and loss of such
configuration, respectively. For a given configuration,
multiple paths correspond to several sources of ingo-
ing flux. Similarly, the outgoing flux generally occurs
via different paths. Thus, the quantiti® (t) are
obtained by solving the system of rate equations
[22,23]

dN,

dt

}i) N, Ii(k) — N, ; Ij(k) (2)

where the labels andj specify the input and output
paths, respectively. This formula shows that the

N. Stolterfoht et al./International Journal of Mass Spectrometry 192 (1999) 425-436

However, information about individual configurations
is not achieved when calculating the mean charge
from Eq. (1). For instance, when a chamge < 1 is
obtained, it may look like as if, e.g. the radiatike
transition is not possible as it requires at least one
electron in theC shell. However, it should be recalled
that g stands for a mean value which may involve
higher charge states. Hence, to link the mean-charge
model with the configuration model, we have to make
an assumption about the charge-state distribution
associated with a given mean charge. To evaluate the
occupation probability?,, of the C shell byn elec
trons we used the binomial distribution formula

Pn:(n

where n,.x=Z—1—-1—m is the maximum
number of electrons in th€ shell andp = gc/Niax
Finally, for the C shell in Eqg. (2) we used average
transition rates that were obtained as a sum of indi-
vidual rates weighted by the corresponding probabil-
ity P,. It is noted that the binomial distribution is
important for ions moving above the surface where
the C shell represents the atomiit shell. Below the
surface theC shell is readily filled with several
electrons so that the use of the binomial distribution is
not needed.

r;]ax) pn(l _ p)nmax—n (3)

3.2. Model parameters and functions

The forgoing considerations have shown that the
present analysis requires several model parameters
and functions whose determination shall briefly be
described here. The parameters for x-ray and Auger
transitions have either been taken from the literature
[31-34] and or evaluated in this work. The values for

present calculations are elementary, however as men-KLL Auger andKL x-ray transitions are from Bhalla

tioned, they require an elaborate selection and book-
keeping of the relevant configurations and transitions.
Some effort is needed to link the mean-charge and
configuration methods used in this work. Eq. (2)
involves rates associated with the transfer of electrons
from the C shell. These rates require information
about individual electrons occupying theé shell.

[32] and Dez Muifo et al. [31] who provided values

for all L-shell vacancy states. The values were fitted
by analytical expressions as shown in Fig. 4. The fits
were performed to obtain information about the
charge-state dependence of the rates, since in most
cases such information is missing. For KkL rates,

we used the fit formula
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Fig. 4. Calculated rates fd{LL Auger andKL x-ray transitions
from [31,32]. The data are fitted by simple formulas, also see text.

FKLL(I) = F&LLIB(l - 1)B (4)

wherel'y, | is the transition rate per spin state gd
is an adjustable parameter. This expression was cho-
sen in accordance with the statistical rule by Larkins
[35] who usedB = 1. However, as seen from Fig.
4(b), the fit of the rates [31,32] yield8 = 0.75 in
conjunction withI',, = 9 X 10~* a.u. Similarly,
weaker-dependencies than proposed by Larkins [35]
have previously been used [16,28]. This finding is
noteworthy as Larkins’ scaling rule is widely applied.
The rates foKL x-ray transitions with > 2 (Fig.
4) where fitted by the analytic expressit}, (I —
2), wherel'}, andvy are again adjustable parame
ters. This procedure takes into account that the radi-
ative rate depend on the numbéy =1 — 2 of
electrons in the g shell. Forl = 2 the data were kept
constant assuming that one electron remains in the 2
orbital. The valuesy = 0.85 andl'3, = 6 X 10 %
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a.u. were obtained by the fit shown in Fig. 4(a).
Similarly, the rates forKM transition from Bhalla
[32] were treated.

To our knowledge.MM andMCC Auger rates for
multiply ionized L shell are not available in the
literature. These rates were determined under the
general assumption that they depend primarily on
statistical factors, i.e. the rates per spin state are
essentially equal for different shells [28]. In particu-
lar, we used the scaling rule

Lium(l, m) = (8 — I)FEMMmB(m - 1)k

()

which involves the assumption that the rates are
proportional to the number of vacancies in thehell.
As for KLL transitions we se8 = 0.75. The constant
'’y = 4 X 10~ % a.u. was determined by using the
known rate for singly charged argon whére 7 and
m = 8 [27,33]. Similarly, for theM—Auger transi-
tions we utilized Tyycc(m, n) = (18 — MI'Yec
nf(n — 1)P, however, for theC shell we assumed a
smaller exponentB = 0.5 in conjunction with
I'cc = 8 X 10 % a.u., which was suggested by a
few direct I'y,cc calculations using the method of
Diez Muifo et al. [31]. Accordingly, we used the
Coster-Kronig transition rate$’, (I, n) = (3 —
NI cnf with T? . = 7 X 1072 a.u. It is noted
that the rates for Coster-Kronig transitions are about
an order of magnitude larger than the related Auger
data [34].

It remains to consider transitions involving higher
shells such akLM and KMC. The rates forKLM
and KMM were determined using the same scaling
rules as in Eq. (4), however, the rates per spin state
were assumed to be a factor of, respectively, 4 and 50
smaller than those for th&LL transitions. These
factors are consistent with the scaling rules given
previously [7]. Finally, the rates for transitions such as
KC, KLC, LMC, etc. involving theC shell were
scaled on the basis of calculations performed as in the
work by Diez Muito et al. [31]. It should be noted that
the rates for transitions involving higher orbitals are
not so critical for the present analysis.

Apart from the data for Auger and x-ray transi-
tions, the cascade model needs rates for collisional
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electron capture. We distinguish two types of electron

N. Stolterfoht et al./International Journal of Mass Spectrometry 192 (1999) 425-436

localized inner orbitals occurring in binary collisions

capture processes. First, the upper orbitals such as thebetween the projectiles and target atoms. Such elec-

C shell receive electrons from the conduction band.

tron capture is assumed to take place intolhshell

As mentioned, this resonant capture is well described of the hollow projectile. Previously, an a priori

within the over-the-barrier model [7], which predicts
a considerable flux of electrons when the higher

method was given to treat these processes of charge
exchange into hollow Ne atoms moving inside Al

orbital touches the surface. Hence, we used the [16]. Molecular orbitals were evaluated [36] and the

following expression for the ingoing flux rate from
Eq. (1)

, _ e?* + fe?*  forz<o0
FI(?(K! qC) = qcrgl{ 1 0 for zZ= 0
(6)
wherege = 17 — | — m — q¢ is a statistical factor

describing the missing charge in th shell. The
constant ratefg, that governs the formation of the
orbital, is attributed to the plasmon frequency of the
jellium [30].

In Eq. (6) the distance is measured from the
jellium edge. Above the surface (< 0) an exponen-

Landau-Zener model was utilized to determine related
cross sections for electron capture. In the present
work, we did not repeat this elaborate a priori proce-
dure for Ar. A preliminary analysis showed that the
molecular orbitals correlating with the Al and SiL
shells in the Ar+ Si system are similar to those
considered for Net Al [16]. Hence, for the rates of
electron capture into the AM shell we adopted
essentially the previous results for the transition rates
inside the solid. Moreover, above the surface, we
assumed a distance dependence as in Eq. (6) using
only the first exponential function where-. was
replaced byz,, representing a measure of theshell

tial dependence is adopted, whereas inside the solidradius. Finally, it is pointed out that charge exchange

(z = 0) the rate is assumed to be constant. Fer
0 the two exponential terms correspond to side-

feeding effects and contributions of Auger cascades

from higher levels, respectively. Hence, the first
exponential function governs the direct transfer of
electrons from the conduction band into f@gor N)
shell. Similar exponential dependencies have previ-
ously been adopted [27,28]. We have chozegn= 1

a.u. in accordance with the estimated size of the
shell. The second exponential function describes Au-
ger transitions from higher lying orbitals which have
previously collected charge via the over-the-barrier
mechanism. To fit the experimental results for low-
energy projectiles treated below, we havezet 5
a.u. in conjunction withf, = 5 X 10~ 3. The small
value of the fractiorf, indicates that the contribution
from the Auger cascades in higher shell is minor. This
finding is consistent with conclusion previously
drawn from the over-the-barrier model by Burgfto

et al. [7]. However, it should be emphasized that
despite of the smali, value, the Auger cascades are
essential for the spectra taken at very low projectile
energies.

into the ArL shell was disregarded as this process has
been shown to be small [36].

It should be realized that the resonant charge
exchange into theC shell is independent of the
projectile velocity within the solid. This is contrary to
the capture into thé/ shell which implies a strong
velocity dependence of the transition rates. The pre-
vious studies of the N&- Al system have shown that
electron capture into hollow Ne exhibits a threshold-
like energy dependence of the cross section [16,21].
Scaling these results by means of the projectile
velocity, the corresponding capture rates for hollow
Ar atoms increase strongly up to a few kiloelectron
volts, whereas at higher energies the cross sections
rise linearly with the projectile velocity. More details
may be found in previous studies concerning electron
capture into hollow Ne atoms [16,21].

After the determination of the model parameters
and functions, the system of differential equations
could be evaluated. Egs. (1) and (2) were solved using
an iterative procedure. First, Eq. (1) was evaluated for
the full set of given configurations = (I, m), where
m = 17 — | and| = 8, yielding the charge-state

Second, we consider the electron transfer betweenfunctions qc(k, t). Then, Eqg. (2) was solved in
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ascending order of the = (I, m) configurations by 600 20
. . . . g . 1 Ar'" on Si =
increasingm prior tol. This specific type of ascending 500§ leviq fL 7 ev KL "
order provides all solutionsl,(t) necessary for the o K / I 2
next step of the iteration. A computer program was 2o K.Lﬂ °
written to solve the differential equations (1) and (2). £ 1°§~ . J\fvf\ J ‘ s
A typical run for a given projectile energy involves 3, fon woev | [ . %
about 400 equations which could be solved numeri- 4, A , N \ 2
cally within about 15 min on a Pentium PC to obtain 200] IV VAT 217 E
a complete set of functiong(k, t) andN,(t). 100~/,/\f A
o 2V ) A S SR W 0
. fl 10keViq L 76 . 170 kev 4 4
2004 f /
4. Comparison with experiment 1504 q \/ V\/\L K 4 1,
100-}1 v \ \ 2 1=1
0
To compare the present model with experimental N TN O 0

. - . 2950 3000 3050 3100 3150
results, the functiondN, (t) are multiplied with the Energy [eV] Energy (Rel. Units)

transition rates attributed to the measured process. For
instance, theKL x-ray intensity, i.e. the number of  Fig. 5. ExperimentaK x-ray spectra [18] produced by A" at

. P . . normal incidence on SiH for energies of 17 eV, 3.4 keV, 170 keV
phOtonS eJeCtEd per unit time into ther 4olid angle, (left column), in comparison with theoretical results obtained using

is given by the present cascade model (right column). The peaks are attributed
to the numbet of electrons occupying thie shell during the x-ray
IKL(t) = FKL(K) NK(t) (7) transition. For a givenl value a peak shift is observed due to a

) ) ) ) o ) variation of the numbem of M-shell electrons. The experimental
After time integration, one obtains the emission yield vyields are plotted in relative units whereas the theoretical yields are

for KL x rays specified by the configuration given in terms of the total number of x-rays ejected per incident ion.
. Hence, at low projectile energies theshell is barely
Vi (k) = J D (k) N(D) dt (8) occupied durind x-ray emission. At higher energies

of 3.4 keV the spectrum exhibits intermediate occu-

which can be compared with the corresponding spec- pation numbers for thé shell. Finally, when chang-
tral intensities obtained in the experiment. Since the ing to the high energy of 170 keV the spectrum is still
rate I'x, (k) is not dependent on time, it may be significantly altered. For instance, tHe= 8 peak
placed outside the integral. This is not necessarily increases in intensity by a factor ef3 when the
possible when transitions from th@ shell are con- projectile energy is increased from 3.4 to 170 keV.
sidered. The right column in Fig. 5 shows the present model

To compare the present model with experiment we results for the emission yiel,, () from Eq. (8). In
have chosen the high resolution x-ray spectra by the present comparison we neglect possible effects
Briand et al. [18]. The left column of Fig. 5 shows arising from the fact that the Si surface used in the
data for A*"* incident on SiH with the energies of 17 experiment is hydrogen terminated. For the lowest
eV, 3.4 keV, and 170 keV. The spectra are composed energy of 17 eV the incident ions are assumed to be
of distinct peaks, each of which can be attributed to a accelerated by 80 eV due to image charge effects
specific number of electrons occupying the shell [13,37]. It is recalled that the emission yield is
during x-ray emission. It is seen that the spectra evaluated for a given configuration = (I, m) de-
change significantly as the projectile energy varies. At noting the occupation of the and M shells. From
the lowest energy of 17 eV the spectrum consists of Fig. 5 it is seen that the intensities of the theoretical
only a few prominent lines which are primarily due to line spectra compare well with the corresponding
the smallest.-shell occupation numbets= 1 and 2. experimental data. In particular, the significant
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Table 1 made to verify the proposed scenario using the present
Mean numbeim of electrons in the M shell during K-X-ray model

emission for different projectile energies. The parameter . ..
denotes the numbers of L shell electrons First, to study the role of the collisional charge

transfer into theM shell we performed auxiliary
calculations under the assumption that this charge

17ev 12 17 22 26 3 — — — transfer does not exist. The spectra for 17 eV and 3.4
34kev 51 63 68 70 72 74 76 716 : - .
170keV 71 83 91 96 10 10 07 gag keV calculated with negligible charge transfer remain
unaltered with respect to those shown in Fig. 5. This
can be explained by the fact that the electron capture
changes of the spectral structures with the projectile processes are still small at these low energies. (Recall
energy are well reproduced. This provides confidence that the charge exchange cross sections exhibit a
that the present model accounts for the essential threshold at a few kiloelectron volts.) However, the
features of hollow Ar atoms interacting with a sur- newly calculated spectrum for 170 keV differs notice-
face. ably from the old one, in fact, it looks like that for 3.4

Close inspection of the experimental spectra shows keV. This provides evidence that the differences
that each peak is slightly shifted in energy as the between the previous spectra for 3.4 and 170 keV
projectile energy varies. This is due to the fact that the (Fig. 5) originate from electron capture into thé
occupation of theM shell varies with varying projec-  shell. The electron transfer processes may be visual-
tile energy [6]. Thus, the centroid energy of the x-ray ized using the configuration matrix in Fig. 3. These
peaks provide information about the average number processes move the system faster from the front to the
of electrons occupying théM shell during x-ray back where, in turn, the progression from the left to
emission. The variation of thel-shell occupation is  the right is enhanced [note in Eq. (5) the stramg
taken into account in the theoretical results. Each dependence ofF | ,,w]. Accordingly, relatively large
calculated peak for a given number bfelectrons intensities are observed for highvalues in the 170
represents a superposition of Gaussian lines attributedkeV spectrum (Fig. 5).
to the differentm values. Thus, the centroid energy of Second, to verify the scenario of above- and
the theoretical peaks is determined by the mean below-surface emission we calculated the time-depen-
number m of M-shell electrons and the width is dentK x-ray intensities by means of Eq. (7). Time
governed by the correspondimg distribution. Table can readily be transformed to a length for projec-
1 shows results fom as a function ofl which are tiles moving on a straight line with a constant
found to be consistent with the peak position of the velocity. The results for differertvalues are given
experimental spectra. in Fig. 6 as a function of the distanafrom the

In Fig. 5 the striking feature is the strong energy jellium edge. The graphs refer to the same energies
dependence of the spectral structures. To explain thechosen before in Fig. 5. The plotted intensities
apparent change of the line intensities, Briand et al. provide clear evidence that for the lowest energy of
[18] suggested that at low energies, such as 17 eV, thel7 eV all x rays are ejected above the surface. On
observed x rays originate from above-surface emis- the other hand, the data for 3.4 keV and higher
sion and at 3.4 keV and higher energies the emission energies indicate that the major part of e rays
below the surface dominates. It was argued that below is ejected below the surface. Hence, our quantita-
the surface th&l andM shells are rapidly filled giving ~ tive analysis confirms an essential part of the
rise to fast.MM Auger transitions so that tHe shell scenario suggested by Briand et al. [18]. Moreover,
is occupied by several electrons during the observa- from Fig. 6 it is seen that the x rays attributed to the
tion of theK x rays. Within this scenario, however, lowest numbers = 1 and 2 are ejected first, i.e. the
the velocity dependence of the charge transfer pro- x-ray emission is time ordered with respect to an
cesses was neglected. In the following the attempt is increase of the occupation numblerSimilar phe-

Energyl 1 2 3 4 5 6 7 8
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60 This time is much longer than a few 18 s which is

_, A~ above i below —= Ar'7 4+ Sj ) X -
L=t surface |—— the time unit for atomic processes.
17 eV

40

5. Conclusions
20

e hollow Ar atoms is a highly challenging task. To keep
5 3.4 keV this task manageable we have combined two methods
of treating the numerous configurations produced
during the cascading decay of a hollow atom. Indi-
vidual configurations were considered for tke L,
andM shells, whereas a mean charge was assumed for
the C shell representing the higher shells. Neverthe-

l The present analysis shows that the modeling of

X-Ray Intensity (10 % a.u.)

10 0 10 20 30 less, the present analysis involves the solution of

LT ab°:j rfia::bw—s’ 170 keV several hundred rate equations to obtain the occupa-
i tion numbers for the individual configurations.

=13 7 The consideration of a time-dependent charge in

. theC shell goes beyond previous studies of hollow Ne
atoms [16,17]. In the latter work, th€ shell was

N . ' 8 assumed to be rapidly filled to the maximum charge,
-50 0 50 100 150 whereas in the present model a charge cloud is
Emission Depth (a. u.) dynamically produced above the surface and possibly

Fig. 6. Intensity oK x rays, i.e. the total number of photons per ion in a shallow region below the surface. The new
and unit length, from A¥* incident at a Si surface at the energies  treatment of above-surface phenomena is found to be
17 eV, 3.4 keV, 170 keV. The data are plotted as a function of the essential for very slow projectiles, whereas the previ-
distancg rneas_ured from the jellium edge of the surface. Negat_ive ous analysis is expected to be valid for ions with
and positive distances refer to above- and below-surface emission, . . .
respectively. Individual curves are labeled with the numbef energies above a few kiloelectron volts. For instance,
electrons occupying the shell during x-ray emission. the emission oK x rays from 17 eV projectiles are
shown to occur exclusively above the surface. Also,
nomena have earlier been observed in Auger elec- the model calculations shows quantitatively that x-ray
tron spectra for which the lowestcomponent was  emission is time ordered with respect to the rising
assumed to be due to above-surface emission,occupation of theL shell. Such effects have been
whereas the remainder of the spectrum was attrib- considered in several studies [18,38,39]. Moreover, at
uted to the emission from the bulk [38,39]. energies larger than 3.4 keV the x-ray emission takes
From the present results for the x-ray intensities, place essentially below the surface. These findings
the filling time of the hollow atoms can be estimated. confirm the interpretation in the previous x-ray work
For instance, at the energy of 3.4 keV the x-ray [18]. However, contrary to the previous interpreta-
emission takes place along a distance of about 30 a.u.tions, we attribute essential features in the spectra to
(Fig. 6) which corresponds to an emission within a velocity-dependent charge capture into the hollow Ar
time interval of about 500 a.u. This interval decreases atom.
somewhat when projectiles of higher energies are  The present model should by no means be consid-
used. This is due to the fact that in the latter case the ered as complete. Further work is needed to improve
charge exchange processes gain importance. Hencethe determination of the various rates and scaling
the typical filling time, corresponding to the lifetime rules used in this analysis. In particular, more work is
of the hollow atoms, is of the order of a few 1 s. required to refine the treatment of above-surface
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phenomena. The parameters used in this treatment,[13] F. Aumayr, HP. Winter, Comments At. Mol. Phys. 29 (1994)

such as the filling rate of th€ shell and the energy

due to image charge acceleration should be verified in

detail. For the future, it would be useful to study
Auger electron emission produced by*Af impact

on a surface. In particular, the absolute yields of the
ejected electrons could provide a sensitive tool to
verify the present cascade model.
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